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A Statement of Work saging protocol specifications that can be mapped onto stan-
dard and/or customized transport protocols. Regardless of the

The scope of this effort is to create a real-time ORB thatoice of ORB messaging or transport protocol, a standard

compliant with the new OMG Minimum CORBA [8] speci-programming model is exposed to the CORBA applications.

fication and embed this ORB in a Cisco ATM switch. ThiEigure 1 shows the relationships between these various com-

embedded ORB will leverage the advanced real-time fganents and layers.

tures [15, 14] developed by Washington University’s Center

for Distributed Object Computing to implement switch man- STANDARD CORBA PROGRAMMING API
agement protocols efficiently, in particular, the Virtual Switch- - -------------------~--~-—-- -
Interface (VSI) protocol [17]. ORB MESSAGING

This proposal describes the specific tasks to be performegoyponenT GIOP  GIOPuTE  ESIOP

during the 12 months of the proposed project.

ORB TRANSPORT
IIOP VME-IOP ATM-10P

A.1 Introduction ADAPTER COMPONENT Sl N I RELIABLE _
. . SEQUENCED
During the past decade, there has been substantial R&D QM NSPORT LAYER TCP N
phasis orhigh-speed networkingnd performance optimiza- VME AAL S
tionsfor network elements and protocols. This efforthaspaid-~--""-""""""""77-7°°"° DRIVER 7 7°7°
off such that networking products are now available off-thxtwork LavER P ATM

shelf that can support Gbps on every perg, Gigabit Eth-
tivity in WAN backbones is starting to appear. In networks PROTOCOL CONFIGURATIONS
and GigaPoPs being deployed for the Next Generation InterRigiure 1: Relationship Between Inter-ORB Protocols and
(NGI), such as the Advanced Technology Demonstration N&tansport-specific Mappings
work (ATDnet) [1] 2.4 Gbps (OC-48) link speeds are being de-
ployed. However, the general lack of robust and flexible tools|, the CORBA protocol interoperability architecture a stan-
and middleware for programming, provisioning, and contrksrq General Inter-ORB Protocol (GIOP) is defined by the
ling these networks has limited the rate at which NGl applic@orpA specification [10]. The CORBA specification also
tions have been developed to leverage advances in high-spg8fhes a transport-specific mapping of GIOP onto the TCP/IP
networks. o _ _ protocol suite. This mapping is called the Internet Inter-ORB
What is required is a high-performance, real-time and Q@®ytocol (110P) and is required for an ORB implementation to
aware communications middleware embedded in network &l@- considered “interoperability compliant.” Other mappings
ments, such as ATM switches and IP routers. This embed@eds|op onto different transport protocols are allowed by the
ORB provides a uniform access interface to network controdgecification, as are different inter-ORB protocols, known as
services, and resources to support control plane and mangggironment Specific Inter-ORB Protocols (ESIOP)s.
ment plane activities. Regardless of whether GIOP or an ESIOP is used, a
The ACE ORB (TAO): The TAO CORBA 2.3-compliant CORBA IOP must define a data representation, an ORB mes-
Object Request Broker (ORB) is developed at Washirggge format, an ORB transport protocol or transport protocol
ton University's Center for Distributed Object Computingdapter, and an object addressing format.
(DOC) [2]. TAO is an open-source, standards-based, hi F, e
performance, real-time ORB endsystem that supports appfiggable protocol framework: Within the scope of the
cations with deterministic and statistical QoS requirementoRBA interoperability architecture, ORB developers are
as well as “best-effort” requirements, and is the first OREEE to optimize internal data structures and algorithms [14].
to support end-to-end QoS guarantees over ATM/IP nMoreover, ORBs may use specialized inter-ORB protocols
works [13]. TAO's features and optimizations include a@hd ORB services and §t||| comply with the specification.
ORB Core that minimizes context switching, synchroniza-We have leveraged this aspect of the standard and developed
tion, dynamic memory allocation, and data movement [16};Pluggable protocol frameworlithin TAO. A key feature
a highly-scalable Object Adapter that demultiplexes reque@tghe framework’s design is its decoupling of ORB messag-
in constant-time [14]; an optimizing IDL compiler [4]; realing and transportinterfaces from its transport-specific protocol

time 1/0 subsystem [6], and a global resource allocation a¢mponents. Figure 2 shows the partitioning of responsibili-
scheduling framework [15]. ties for pluggable protocols and how it relates to other ORB

. services. This new framework is transparent to application de-
CORBA Protocol model synopsis: CORBA Inter-ORB

Protocols (lOP)S_ define intemperab”_ity between ORB endsys-an ORB mustimplement GIOP/IIOP, however, to be interoperability-
tems. IOPs provide data representation formats and ORB nweswliant.
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Figure 2: TAO’s Pluggable Protocols Framework Architecture

velopers, since protocols can be (re)configured without modiindowing flow control between master controller and slave
fying the standard CORBA programming API. controller, and (4) fault tolerance support.

This design allows custom ORB messaging and transpor¥/Sl is gaining acceptance as a vendor-neutral standard for
protocols to be configured flexibly and used transparentlgntrolling ATM switches and is the basis of a standardization
by CORBA applications. For example, if ORBs communéffort in the Multiservice Switch Forum (MSF) [7]. Given
cate over a high-speed networking protocol with QoS sWWashington University’s pioneering research in ATM switch
port like ATM, then simpler, optimized ORB messaging arehd network design, real-time ORB middleware, and high-
transport protocols can be configured to eliminate unnecspeed network management, we recognize the importance of
sary features and overhead of the standard CORBA Genefan signaling and a standard switch management protocol,
Inter-ORB Protocol (GIOP) and Internet Inter-ORB Protauch as VSI, to further the development and deployment of
col (I10P). Likewise, TAO'’s pluggable protocols frameworkarge-scale ATM-based distributed systems.
makes it straightforward to support customized embedded sys-

tem interconnects., such as CompactRCI or VMEBuUS, unde{yhen using VSI as the inter-ORB messaging protocol, the
standard CORBA inter-ORB protocols like GIOP. _TAO pluggable protocols framework can exchange VSI mes-

TAO's pluggable protocols framework supports the creatiqqges with a VVSI-enabled network element that does not con-
of efficient, high performance inter-ORiB-line bridges An  ain an ORB. Thus, using VSI obviates the need for creating

in-line bridge converts inter-ORB messages or requests frgf,y opjects to translate CORBA method invocation into VSI
one type of Inter-ORB protocol to another. This feature ma trol messages.

it possible to efficiently bridge disparate ORB domains with- In our project described in this proposal, we will combine

out incurring unnecessary context switching, synchronizati(w our knowledge of ATM switching and ATM signaling with
or datg_movemenp. An interesting side be_nefit of this featur 2‘% our expertise in ORB middleware technologies to conduct
the ability to "plugin” a new ORB messaging protocol, Such &s; 5 month research program that synergistically couples VS|
the Virtual Switch Interface (VSI) [17] or the General Switch 4 cORBA to create an OO VSI-based switch control frame-
Management Protocol (GSMP) [12, 11]. work called VSI++, which is described below.

The Virtual Switch Interface (VSI): VSl is a protocol that

allows multiple independent signaling processors to interact .

with an ATM switch control processor to (1) add and dele@®.2 Proposal: Develop a Real-Time Embedded
connections on the switch, (2) automatically discover switch ORB for ATM Switch Control and Man-
resources, and (3) collect statistics. Key features of VSl are (1) agement

its support for distributed processing (e.g., multiple signaling

processors controlling a single ATM switch, as well as ome our proposed effort we will create a version of TAO that
signaling processor controlling an ATM switch that contair®nforms to the forthcoming Real-time CORBA [9] and Min-
multiple control processors), (2) flexible support for QoS, (8hum CORBA [8] standards so it can be embedded in a Cisco
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Figure 3: Three Configurations of VSI

ATM switch to improve the flexibility and control of appli-Virtual Switch Interface (VSI) Implementation Agreement,
cations and services across high-speed networks without s&ecsion 2. The only difference between this and the more tradi-
rificing performance. Our target switch control environmetibnal approach is that we have encapsulated the functionality
includes support for VSI 2.0 as defined in the MSF specifidga-a C++ object rather than simply providing low-level C li-
tion [17]. We will use the resulting VSI middleware to buildrary function APIs. This configuration will provide us with a
robust, efficient, and scalable ATM signaling applications. baseline implementation to compare against the results of the
particular, end-user applications can use our VSI++ franmext two configurations.
work to transparently setup end-to-end flows with associatedur performance measurements will separate out the over-
Quality of Service (QoS) guarantees. head of the VSI messaging protocol and library implementa-
The result of this effort will be middleware-based ATMion from the switch configuration time. This will enable us
switch control framework based on VSI and CORBA. Withito later quantify the overhead associated with an ORB-based
our VSI++ framework we will have ORBs (1) embedded omplementation from a straight OO library version.

the switches and (2) resident on the client hosts and the con- ) . . . L
trollers .g, switch controllers). The broader goal of ouf: YS! Proxy server configuration: This configuration is

work is to provide a switch/router control framework that ca&ffPicted in Figure 3 (b) and will employ a real-time ORB to
provision end-to-end QoS guarantees for real-time and higﬁeate a daemon proxy VSI slave controller that can reside on

bandwidth applications running over high-speed networles’€mote host. This daemon server will translate the command
such as ATM, Gigabit Ethernet, and high-speed IP routers. method invocation into VS| messages and forward these to the

ontrol processor. It will then wait for any reply and include
ﬂlis in its response to the client. Our performance measure-
pents will isolate the inter-ORB messaging overhead from the

master controllers, slave controllers, and ORBs supported ual switch configuration latency. The goal is to isolate the

our VSI++ framework. These configuration are described ff21ious sources of messaging latency.
ther below: The advantage of the proxy strategy is that the proposed

VSI++ framework can control switches that have an embed-
1. Conventional VSI configuration: Figure 3 (a) depicts aded ORB (described next), as well as those that only accept
conventional configuration of VSI. In this approach, we wi¥SI messages or ATM control cells. In addition, one control
create a VSI proxy object that translates local method invogaecessor can control multiple switches. Thus, we can use the
tions in a master controller into VSI messages that are senVl proxy server running on a host within the network to con-
an ATM switch. These messages will be sent using the sténe! multiple switches, each with the appropriate protocol.
dard VSI ATM Encapsulation defined in Appendix A of the Figure 4 depicts this situation where there are two master

To provide a baseline architecture for this work, we wi
construct three different CORBA- and VSI-based enviro
ments. Figure 3 depicts the three different configuration
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controllers requesting connections across three switches. fiehesed across multiple projects and application families. For
proxy slave controlleri.e., VSI proxy, can invoke the appro-example, new switch control functionality or interfaces can
priate VSI method for the first switch, which contains an erbe added without exposing application developers to under-
bedded VSI server built using an ORB. The middle switdfing details or complexities. Using this configuration, we can
accepts standard VSI control messages from the proxy slade support for new signaling standards or enhanced features
controller. The third switch accepts ATM control cells to corwhile maintaining a consistent interface to developers of con-

figure individual ports using a custom ATM solution. trol plane and management plane applications.
Figure 5 shows another view of the embedded VSI server
SI GNALI NG SI GNALI NG PROXY  CONTROL configuration where multiple signaling processors communi-
PROCESSOR . . .
v — — — cate with a network switch. In this case, all control and
£ %| management communication occurs within the context of the
G 5 2| ORB. An application running on an endstation will request
L] that a connection be established from between itself and an-
CONNECT! ON other endstation. The signaling processors will process the re-
REQUEST . .
uest, I ute, u Wi
© est, determine a route, and request each switch along the
i =R (A7l @ss route to allocate the necessary resources. The master con-
establ i sh_connect () VP A e troller communicates with a slave controller using the exported
R VS CONNECT Coma T VSl-based interfaces.
T AO : : .
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Figure 4: The VSI Proxy Object Configuration < INTER -ORB PROTOCOL >

3. Embedded ORB configuration: Using TAO to develop
a network-embedded CORBA ORB configuration to provid
uniform access interface to network controls, services, and
sources. The Embedded ORB configuration will support stan- CONTROL PROCESSOR
dard switch control operations and interfaces specified by VSI. '

Unlike conventional middleware efforts, however, the Embed- . ATM

ded ORB configuration using TAO will be a minimal foot- . SWITCH
print [8] and real-time [9] version of CORBA that can be in- %\;
stalled into a Cisco ATM switch. This configuration will im- ' '
prove the flexibility and control of applications and services
across high-speed networks without sacrificing performance.

The Embedded ORB configuration is shown in Figure 3 (Tcﬁ

where the ORB and a VSI object are embedded in the A g/gl:];e“r?g ;]sdmgotnht(reozimbedded ORB Configuration for VSl

i
control processor (switch). This configuration is the modt
powerful and flexible configuration since the ORB middleware
framework can be used to control the switch through out theThe following subsections describe the specific tasks we
network. will perform during the 12 months of the proposed VSI

By embedding the ORB in the switch and exposing the V§toject.
interface we can take advantage of the inherent semantics and
flexibility of CORBA. There is the immediate advantage oA 51 Task 1: Create an Enhanced OO Version of VSI
simplifying the programming, provisioning, monitoring, and
control of ATM signaling applications. Plus, the applicatiom&ctivities: In this task, we will build on the ATM signaling
and services developed using our VSI middleware will yieldork already performed at Washington University. In partic-
more modular, extensible, and standard solutions that carutz, we will develop a composite VSI++ model that includes

CONTROLLER
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functionality defined in VSI version 2 [17]. The specific steps Step 2 — Port TAO to ATM switch: Evaluate both the
involved in this task include the following: ATM switch environment and required ORB functionality and
determine which TAO and ACE subsets are required. Based on
|Wis analysis, build a minimal TAO with only the components
quired for the Cisco ATM switch environment. As part of
P}l& step, we will port ACE+TAO to the Greenhills Embed-

d C++ (EC++) compiler. EC++ will significantly reduce
hHe memory footprint of ACE+TAO. This porting effort will
require removing the use of multiple inheritance in ACE, as
well as other minor changes to conform to the embedded C++

Step 2 — Develop Proxy Object In this step we will im- features.
plement the classes and algorithms identified in step 1. Wes
will use this to create a convention OO application that cop
trols an ATM switch using the VSI messaging protocol. ﬁ?
a result of this step, the VSI objects and class hierarchy
implement the VSI object model identified in step 1.

Step 1 — Develop an object model: We will survey ex-
isting VSI-based implementations and simulators for AT
switch management. Using this information, we will the
create an object model and integrate this model into the ¢
classes created in our earlier ATM signaling efforts. This st
is primarily concerned with refining the VSl interface, key o
jects, and their implementation.

tep 3 — Evaluate inter-ORB protocol requirements:
he standard CORBA general inter-ORB protocol (GIOP)
es the Internet inter-ORB protocol (IIOP) as its transport
Vﬂ otocol [10]. Since IIOP is implemented over TCP cer-
tain functionality like adaptive retransmissions, deferred trans-
Step 3 — Develop a Proxy Server: We will enhance the missions, and delayed acknowledgments can cause excessive
application written in step 2 to use CORBA in order to imeverhead and latency for ATM signaling applications with
plement a proxy server configuration. In this scenario, cliengial-time QoS requirements. Therefore, we will evaluate al-
objects will communicate with the VSI server using CORB#ernate Environment-Specific Inter-ORB Protocols (ESIOP)
and IIOP. We will experiment with collocating the server olihat are customized for ATM/AALS5 and potentially UDP over
ject with the client, as well as placing it on a remote host. ATM.
order to expedite this step, we plan to use the VSI master/slav®ne approach is to use VSI as the Inter-ORB messaging
controller simulator developed by Cisco. protocol since it has several desirable features that lend itself

Step 4 — Test and analysis: In the final step we will to this role:

perform tests and compare the performance of the two apt. Request/response semantics are consistent with a stan-
proaches. dard IOP communication model.

2. Ability to communicate with switches that speak the VSI
Deliverables: The deliverables for Task 1 will include the  protocol, but which do not have an embedded ORB.
VSI++ class definitions, IDL definitions, testing results, and
a report documenting the reference architecture that we havstep 4 — Implement inter-ORB messaging protocols:
formulated. This reportwill identify and describe the key comwe will leverage TAO’spluggable protocols framewotk de-
ponents, policies, and mechanisms related to the OO definitipia an optimized Inter-ORB Protocol that uses ATM and the
of VSl using CORBA. The deliverables in Task 1 will provid@&TM adaptation layer type 5 (AALS5). Three potential mod-
the basis for subsequent tasks described below. ification to the Inter-ORB protocol will be considered during
this phase of the project. The first possibility is to use a mod-
A.2.2 Task 2: Port TAO to an ATM switch and Imple- ified version of the IIOE’. The modificgti(_)ns will be minimal
ment Optimal IOP and targeted to supporting the QRB W|th.|n the switch environ-
ment. For example, a lighterweight version of GIOP [14] may
Activities:  In this task, we will embed TAO in a Cisco ATMbe employed to reduce overall message size. This IOP will
switch and add appropriate VSI protocol supportinto TAO ugperate over TCP/IP and ATM.
ing its newpluggable protocols frameworK he specific steps  The second set of modification will be centered on devel-
involved in this task include the following: oping a new ORB transport protocol that will operate under
either GIOP or the lightweight version of GIOP identified
above. In this case we will not require TCP/IP to be used as
1. Acquire Cisco ATM switch and control processor softhe underlying transport protocol. Instead, we will develop a
ware and verify operation. lightweight ORB transport protocol using ATM and the ATM
adaptation layer type 5 (AAL5). This will be augmented to
; - . Povide a byte-stream interface to the ORB messaging com-
mappings f_rqm VSI configuration messages to AT onent (GIOP). Depending on the switch environment UDP
switch specific control cells and/or commands. also may be considered before the underlying communications
3. Determine available computing resources}, memory transport protocol.
footprint and processor cycles, that are necessary to supfhe third set of modification will consider the creation of
port the ORB and VSI objects in the switch. a new ORB messaging protocol. This new ESIOP will use

Step 1 — ATM switch evaluation:

2. Evaluate the configurability of the switches and devel
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VSI as the ORB messaging protocol. This will operate oveonnect _commit , could be assigned a high priority both

an unreliable, datagram protocol, such as UDP over AAL5within the network and the embedded ORB. While routine
simply ATM AALS5. Naturally, it will also be possible to usemanagement messages such as statics collection could have
the standard GIOP/IIOP protocols to interoperate with otheerelatively low, best effort priority. Alternatively, event noti-

CORBA ORBs. fication messages that signal an error condition could have the
We plan to conduct extensive empirical tests using thdsghest priority and lowest latency.
three Inter-ORB protocols. As a part of this task we will explore the possibilities and

their impact on non-control traffic, connection establishment
Deliverables: The deliverables for this step will be the emlatencies, error reporting latencies and overall endstation QoS
bedded ORB, VSI and Inter-ORB Protocol. In addition, w&egotiation times.

will write papers and technical reports detailing the porting step 3 — Conduct fault tolerance experiement with
process and selection of IOP for optimal ATM switch controys|++:  The MSF VSI specification describes a set of fault
tolerance features that allow a master controller and switch to
A.2.3 Task 3: Prototyping and Benchmarking the Real- resynchronize following a loss of connectivity. In this step,
Time Embedded ORB for ATM Switch Control We will conduct experiements using the fault tolerance mech-
and Management anisms being added to TAO under a proposed project with Mo-
torola to determine how well they can be used to support the
Activities:  This task will bring together the elements deveWSI++ fault tolerance policies.
oped in tasks 1 and 2 to develop a prototype implementation
of VS| with the ORB embedded in the ATM switch. We WIIID liverables: The deliverables for this task will include a

perform extensive empirical testing of the embedded ORB and yified implementation of the VSI protocol in the QNX Neu-

VSI implementation in the Cisco switch. These results will Qﬁno operating system and TAO’s CORBA IDL compiler, as
compared to those coI.Iected in Task 1, where we used a pr_o>%ﬂ as sample applications and benchmarking results. In addi-
server and a proxy object that forwards requests to the sw%%n we will work with the OMG to integrate TAO's pluggable

using the standard VSI messaging protocol. : .

Our implemented VSI protocol will support the definitioﬁtrgrt]%;ﬂjs framework and QoS extensions into the CORBA
of QoS attributes. To the extent this is supported by the under- '

lying network/end-system hardware/software we will experi-

ment with defining classes of service and allocating netwghk3 Related Work

resources to applications. The specific steps involved in this
task include the following: There are several efforts underway to define an open pro-
- . ) gramming interface for network control and signaling. The
Step 1 — Implement VS.I within the C'SC.O ATM switch  5peNSIG group focuses on issues dealing with network con-
and Embedded ORB environment: We will first port our 6| jssyes related to signaling, middleware, and service cre-

VS|| server application to the switch environment on the coffon for various environments. This has resulted in Proposed
trol processor. IEEE Standard for Application Programming Interfaces for

Step 2 — Implement VSI QoS features: VSI version 2 Networks, known as IEEE P1520 [5].
can be used to support different QoS classes required forhe P1520 effort is also based on VSI. Thus, we plan
multimedia support and telecommunication call-setup. Qd8-follow it closely. This standardization effort is based on

related features we will explore include: the XBIND and qGSMP research at the Columbia University
) o COMET group [3]. We expect our proposed effort of embed-
1. Real-time characterization and measurement; ding an ORB on an ATM switch and providing an VS| inter-

. Repeat Task 1 to check if QoS guarantees are being nﬂ@@’e will be particularly relevant to the work of OPENSIG.

2

. i . ) The Multiservice Switching Forum (MSF) is actively in-
3. Admission control policies at ATM switches; volved with architectural and switch interface issues. The
4

. Mapping admission controlled method invocations MSF switching framework is designed so that alternative sig-
real-time scheduling primitive®.g, thread-per-request,naling and routing protocols can be employed without conflict.

thread-per-object, and thread-per-client; Consequently, different services and signaling protocols that
5. ORB modifications at switches to implement chosen pdite being defined by several IETF working groups, the ATM
cies. Forum, ITU, and others can operate in within the same infras-
tructure.

A final dimension to be explored is providing a mecha- This multi-protocol, multi-service, and multi-vendor ap-
nism for associating QoS guarantees to the switch confpobach is at the heart of the MSF standardization effort for
and management message®,, the VSI messages themihe Virtual Switch Interface (VSI). The VSI has a similar pur-
selves. For example, switch configuration messages, sucp@se to GSMP however it provides a much richer interface
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