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Abstract— The dynamic nature of mobile ad hoc net-  EXxisting literature on service composition techniques
works poses fundamental challenges to the design ofhas focused on finding a service path over wireline
service composition schemes that can minimize the effectnetworks that satisfies various quality of service (QoS)
of service di_sruptions. Alt_hough improvi_ng relia_bility has requirements [2], [4], [5] or provides highly available
been a topic of extensive research in mobile ad hoc g\ ices (6], [7]. While this research has made critical
networks, little existing work has considered service de- . . . .
liveries spanning multiple components. Moreover, service §teps to.Wards construc?tlng h'gh quality §erV|ce paths
composition strategies proposed for wireline networks 1N @ variety of networking environments, it cannot be
are poorly suited for wireless ad hoc networks due to €xtended directly to service composition in mobile ad
their highly dynamic nature. This paper proposes a new hoc networks since researchers have not considered
service composition and recovery framework designed to the intermittent link connectivity and dynamic network
achieve minimum service disruptions for mobile ad hoc topology caused by node mobility. To date, therefore,
networks. The framework consists of two-tiers: service  enabling high-quality service composition in mobile ad
rout!ng, Whl_ch s_elects the service components, antktwork hoc networks remains an open issue.
routing, which finds the network path that connects these This paper investigates the impact of node mobility

service components. Our framework is based on a novel dd . work t | . ii
concept: disruption index, which characterizes different and dynamic network topology on service composition.

aspects of service disruptions, including frequency and Our goal is toprovide dynamic service composition and
duration. For ad hoc networks with a known mobility ~T€covery strategies that enable highly reliable service

plan, we formulate the problem of minimum-disruption delivery that incurs the fewest disruptions to end users
service composition and recovery (MDSCR) as a dynamic in mobile ad hoc networks. We employ an optimization-
programming problem and analyze the properties of its pased approach to study the best service composition and
optimal solution. Based on the derived analytical insights  yecovery strategies for ad hoc networks. To achieve this
we present our MDSCR heuristic algorithm for ad hoc goal, we address the following three challenges:

networks with uncertain node mobility. This heuristic o .
. ; . : e How to quantitatively characterize and measure the
approximates the optimal solution with one-step lookahead

prediction, where service link lifetime is predicted using impact of service disruptions. R?"ab'“ty anda\'/allablllty”
a multivariate linear regression. We evaluate the perfor- are two commonly used metrics that quantify the ability
mance of our algorithm via simulations conducted under Of a system to deliver a specified service. For example,
various network environments. the reliability metric helps guide and evaluate the design
of many ad hoc routing algorithms [8], [9] and compo-
nent deployment mechanisms [10]. The basic idea is to
use the path with maximum reliability for data/service
Mobile ad hoc networks are self-organized wirelestelivery.
networks formed by mobile nodes. They can be rapidly We faced two problems when using reliability as
deployed without the support of fixed infrastructure anal metric for service composition and recovery design.
are therefore useful in a range of application scenaridstst, it does not count for any service repair and recov-
such as disaster relief and military operations. Thery. Second, reliability is a dynamic metric that is usually
diverse application domains have fueled an increasiagtimated based on the signal strength of a wireless link
demand for a range of functionalities and services or packet loss ratio along a path. Its constantly changing
mobile ad hoc networksService composition [1], [2], value may cause repeated service adjustments, especially
[3] is a crucial technology to meet such demands by iif-an application wants to use the path with maximum
tegrating loosely coupled distributed service componentdiability. Availability is also insufficient to evaluatie
into a composite service that provides a comprehensiffect of disruptions since it can not characterize the
function for end users. impact of disruption frequency.

. INTRODUCTION



e How to deal with the relation between service rout- on service composition and recovery in mobile ad hoc
ing and network routing. In an ad hoc network, a servicenetworks: (1) it creates a theoretical framework for
link that connects two service components is supportedrvice composition and recovery strategies for ad hoc
by the underlying network routing. Its ability to delivemetworks that characterizes the effect of service disrup-
a service therefore depends on the network path in ugen; (2) it uses dynamic programming analysis to present
i.e., the transient and enduring wireless network link aralset of properties(g., reactive recovery and the relation
path failures can constantly change the service delivdigtween service-level recovery and network-level recov-
capability of a service link. Conversely, service routingry) for the minimum disruption service composition and
determines the selection of service components, whidtovery strategies, which provides important analytical
in turn defines the source and destination nodes for nigtsights for MDSCR heuristic algorithm design; (3) it
work routing. Such interdependencies between serviggsents a simple yet effective statistical model based on
routing and network routing complicate the design afultivariate linear regression that predicts the lifetime
service composition and recovery schemes. To maintaiha service link in the presence of highly correlated
a service with minimum disruption, therefore, routingvireless link failures and the network path repairs.
operations must be coordinated at both the service and’he remaining of this paper is organized as follows:
network levels. Section Il provides the network and service model; Sec-

e How to realistically integrate the knowledge of tion Il describes the service composition and recovery
node mobility in the service composition and recovery framework for ad hoc networks. Section IV formulates
strategies. Node mobility is a major cause of servicdhe MDSCR problem and analyzes the properties of
failures in ad hoc networks. To ensure highly reliablée optimal solution; Section V describes the heuristic
service delivery and reduce service disruptions, thefdDSCR algorithm; Section VI evaluates our simulation
fore, we need to predict the sustainability of service link€sults; and Section VII presents concluding remarks.
based on node mobility patterns. Accurate prediction
is hard, however, for the following reasons: (1) the Il. NETWORK AND SERVICE MODEL

mobility-caused link failures are highly dependent and \y, consider a wireless ad hoc network consisting of a
(2) the sustainability of a service link is also affected byat of mobile nodes/. In this network, link connectivity
the network path repair operations and the new nodgsy network topology change with node movement. We
emerging in its vicinity. model this mobile ad hoc network at timeas G(t) =

To address these challenges, we created a new serlite £(t)}, whereL(t) represents the set of wireless links
composition and recovery framework for mobile ad hodt time, i.e, for link I = (n,n") € L(t), nodesn and
networks to achieve minimum service disruptions. THe are within the transmission range of each othi/e
framework consists of two-tiers: (13ervice routing, further denote a network path that connects nedand
which selects the service components that support the in this graph asb,,, ,, )(t) = (n1, n2, ...nm), Where
service delivery, and ()etwork routing, which finds the (7j7;+1) € L(t). We also us¢P(t)| to denote the path
network path that connects these service components. i@roth of P(¢).
built our framework on a novel concept: thisruption To characterize the structure of distributed applications
index, which characterizes different service disruptiolat are expected to run in the mobile environments,
aspects, such as frequency and duration, better th4® apply a component-based software model [11]. Al
conventional metrics, such as reliability and availayilit @Pplication components are constructedaagnomous

For ad hoc networks with known mobility plan, we>fVices, which perform independent operations (such as
formulate the problem ofrinimum-disruption service transformation and filtering) on the data_l stream passing
composition and recovery (MDSCR) as a dynamic pro- through them. This paper focuses on tme-cast service
gramming problem and analyze the properties of ifonnectivity, i.e, service components_ are linked in a
optimal solution. Based on the derived analytical ieduence order with only one receiver. We call such
sights, we present our MDSCR heuristic algorithm fdt COmPosed service eervice path and denote it as
ad hoc networks with uncertain node mobility. Thi€ = (51 = s2 = ... — s;), wheresy(k = 1,....,r — 1)
heuristic approximates the optimal solution with ondS & Service component, and is the service receiver.
step lookahead prediction, where the sustainability of'4°"€0Ver, we call one hop in a service pai — si1)
service link is modeled through its lifetime and predicte@ Service link.

usmg a multivariate linear regrgssmn. o For simplicity, we only consider bi-directional wirelessis in
This paper makes the following contributions to workhis work.



In an ad hoc network, each service compongntan e Network routing, which finds the network path that
be replicated at multiple nodes to improve the servia®nnects the selected service components. Formally, the
availability, [12]. We denote the set of nodes that cametwork routing scheme could be represented as a set
provide services, asN; C N and the service;, that of pathsmy = {Py, n...)k = 1,...,7 — 1} where
resides on node: as si[n],n € Nj. Figure 1 shows P, .., represents the network path that supports the
an example service deployment and service paths. Ne&vice link(s;[ng] — Skt1[nr+1])-
that a service link is an overlay link that may consist These two processes closely interact with each other.
of several wireless links in the networke., a network The component selection in service routing determines
path. In the figure, the service linksi[a] — s3[f]) is the source and destination nodes in network routing.
supported by the network path, e, f). Likewise, the path quality in network routing also af-

f fects the selection of service components in service

® - e/c\A routing. Collectively, a service composition scheme is
2 zz a '. l'l /‘ represented as = (7s, my).
d

A service failure may occur due to a violation of its
c QoS or failures of service components and/or service
. links along its service path. This paper focusesanice
Fig. 1. failures caused by node mobility. In an ad hoc network,
The composed service usually needs to satisfy certaiireless links may fail due to node mobility, which may
QoS requirements. To have a focused discussion on #zise failures of service links and in turn service path
impact of service failures caused by node mobility, thiilures.
paper considers a simple QoS metricservice link To sustain service delivery, the service path must
length, which is the number of wireless links traversedde repaired. This repair process essentiedyomposes
by a service link. In particular, we require the servicthe service path and is calledservice recovery. Service
link length be bounded by/ hops. recovery is triggered by service failure detection at eithe
Il. A SERVICE COMPOSITION AND RECOVERY link-level (e.g., via IEEE 802.11 ACK frame), ngtwork—
FRAMEWORK FORAD Hoc NETWORK level (e.g., through HELLO messages), or service-level.

Example Service Deployment and Service Paths

S Similar to service composition, service recovery process
pplication .

also involves two processes, namehgtwork-level re-
covery, which repairs the data path between two com-
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ponents, andervice-level recovery, which replaces one

; S m j or more service components. Network-level recovery
w m ﬁJ ,ﬁj : _usually depends on the spec_lflc ad hoc_ routlng pro_to_col
u«@mep.scw@ T | in use and the route repair mechanism built within
Nework 2 F?\‘ : this routing protocol. Service-level recovery involves
% — 11 discovery of new components and establishment of a new

service path.
Service recovery differs from service composition
since it must consider not only the quality of the

Fig. 2. A Service Composition and Recovery Framework in aiob recomposed (repaired) path, but also the service path

Ad hoc Network

previously in use (the one that just failed). Intuitively,

Service composition refers to the process of finding ao reduce the repair overhead and recovery duration, we

service path in the network. As shown in Figure 2, seprefer a service path that could maximally reuse the

vice composition in a wireless ad hoc network involvesurrent nodes/components. Using such a service recovery

the following two tightly-coupled processes: strategy, however, the new service path may have a poor
e Service routing, which selects the service com-QoS and/or may fail soon in the future.

ponents (out of many replicas) for the service path. Though node mobility can cause service failures, it

It relies on service component discovery [13], [14¢an sometime enable a better service p&dnvice ad-

to find the candidate service components, then selejgtstment is the process of modifying the current service
the appropriate ones to compose a service path. Fpath for better QoS or higher reliability by using new

mally, a service routing scheme is representedas-

(s1[n1], s2[nal, ..., sy [ny]), whereny € Ny is the hosting the vicinity. Similar to the dilemma faced by service

node for the selected service compongnt

network path(s) or new component(s) that appear in

recovery, however, such changes can disrupt the service,



even though they improve the sustainability and qualisynew metric that characterizes both failure durations and

of the new path. failure frequency.
e Service availability is hard to compute. The calcu-
IV. MDSCR THEORETICAL FRAMEWORK lation of service availability is based on the calculation

A fundamental research challenge for service recovedfdisruption durations, which include the service failure
is how to best tradeoff the time and overhead involved time and recovery time. Such durations are determined
in service recovery and adjustment and the sustainability by many factors, such as network topology, routing
of composed service path so that end users will perceive protocol, and system conditions, which are dynamic and
minimum disruptions to the service during itslifetime. To hard to be incorporated into service composition and
address this challenge, we need a theoretical framewégkovery decisions. To establish a theoretical framework
that allows us to analytically study the problem ofhat provides realistic insight to implementation of ser-
service composition, adjustment, and recovery strategiége composition and recovery strategy, we need a metric
to achieve minimum service disruptions. This sectidhat is stable, easily computed, and can provide a good
establishes such an optimization-based theoretical frarfgtimation of disruption durations.
work based on dynamic programming that quantitatively To address the first problem regarding the impact
characterizes the impact of service disruption. of service failure frequency, we associatediaruption
A. Service Disruption Model penal_ty f_unction F(t) defined over the disruption dgra—

tion ¢ with an end user. The shape 6f(t) reflects its

relative sensitivity to disruption duration and frequency

sence. senie. e ®u®v  Figure 4 shows three basic types of failure penalty
W H H T W H HHH functions. We further definelisruption index D as a

. metric to characterize the impact of service disruption,

0 5 8 13 13 20222426283032 40 .
as follows:

1= lF(t_)
T

To show how the disruption indeX characterizes
the user-perceived disruption effect and integrates both
disruption duration and failure frequency, we calculate
the disruption indices for the two service disruption
/ e processes in Figure 3 using the different failure penalty
functions shown in Figure 4. The results are summarized
come in Table I.

Time Penalty Function linear concave convex

Process (l) % 21.9282 7.4193

40 40
Fig. 4. Example Disruption Penalty Function Process (i) I -

(1)

Fig. 3. Example Service Disruption Processes D=

Disruption Index

Consider a servicé that starts at time instan@eand TABLE |
ends atT'. Figure 3 shows an example of wo SerWC%ISRUPTIONlNDICESUNDER DIFFERENTPENALTY FUNCTIONS
disruption processes. Lét, s, ..., t, be the sequence of
disruption durations. A cIaSS|caI way to model service Table | shows that ifF'(¢) is a concave function then
disruption is service availability, which is defined as disruption process (ii) has a higher disruption index than
the fraction of service available time during the servigerocess (i),i.e. its end user is more sensitive to failure
lifetime: A = =24 ysing availability as the frequency. When¥(f) is a convex function, disruption
metric to characterize the impact of service disruptioprocess (i) has a higher disruption index than process (ii),
however, we face the following two problems: i.e, its end user is more impatient to disruptions with
e Service availability cannot characterize the impact long duration. For a linear disruption penalty function
of service failure frequency. For example, in Figure 3,the user is neutral, and the disruption index depends on
scenario (i) and (i) have the same service availabilithe service availability.
( ) The user-perceived disruption could be different, To address the second problem regarding computing
however since scenario (ii) has a higher service failuservice availability, we present simple and stable estima-
frequency but smaller disruption durations. To precisetions of disruption durations for network-level recovery
model the effect of service disruption, therefore, we neaahd service-level recovery separately.



1) Estimation for network-level recovery: For The disruption duratiort;, from service composition
network-level recovery, the service components remaitit;,) to 7(¢;41) is estimated as

the samej.e., we only need to repair the network path -

: th = BX Nrw)—nltesr) 2)
that connects them. Typical network-level recovery N" kL s
processes in repairing a network path in ad hoc = BX(Nip)or(ter) T V) —r(tisn) G)
networks [15] involve discovering an alterative route \yhere N7/r\(tk)—>7r(tk+1) and N;rg(tk)—wr(tk denote the

to replace the broken link/path and restarting the dg{@mper of substituted wireless links in network-level
delivery. Here we use the number of wireless "”Fecovery (if any) and the number of substituted compo-
substitutions in the repair as a simple estimate fents in service-level recovery (if any) incurred by the
the disruption duration introduced by network-levederyvice composition transition from(ty,) to 7 (ty.1). 3
recovery. Formally, leP and?’ be the paths before ands the parameter that converts the number of substitutions
after recovery. We uséVp_p- to denote the numberty disruption time.a > 1, denotes the relative weight
of link substitutions fromP to pathP’. Let P NP’ petween service component substitution and link substi-
be the set of common links in these two paths, thfition on disruption duration. Based on the discussions

Np_p =[P'| =[P NP. above, the disruption inde® could be estimated as
Using the number of wireless link substitutions as an 21—1 F(Bx N
. . . . . N k=1 W(tk)—>7'('(tk+1))

estimate for disruption duration introduced by network- D= T (4)

level recovery is consistent with typical ad hoc network
repair operations. For example, there are usually tf MDSCR Problem Formulation
repair mechanisms in ad hoc routinigcal repair and ~ We now formulate theminimum disruptive service
global repair. For local repair, when a link fails, onecomposition and recovery (MDSCR) problem. First,
of its end nodes will try to find an alternative path iwe define a service composition and recovery policy
the vicinity to replace this link. Local repair thereforéds a sequence of service composition schemes:
involves fewer link substitutions and less recovery timér(t1), 7(t2), ..., m(t;)), where0 = ¢t; < ... < ¢ <
For global repair, the source node initiates a new roufe 7(tx) gives the service composition during time
discovery, which takes more time than local repair antktx+1). We say service composition(t;) is feasible
involves more link substitutiors. on networkG(t), if and only if all the network paths
2) Estimation for service-level recovery: A service- N ma(tx) exist onG(tx); Policy II is feasible if and
level recovery involves three operations: (1) finding th@ly if each of its service composition(t;) is feasible.
appropriate substitution components, (2) starting the nélpte thatll gives initial service composition(t;) and
components and restoring the service states, and ) the service recovery schemesity) — m(tk+1),
finding a network path that supports the connectivit’fl: Ll =1
between the new components. Service-level recoverWVe denote the set of all feasible service composition
thus takes much more time than a network-level r@olicies over mobile ad hoc network(t) as ®(G).
covery. Similar to network-level recovery, the duratiofof @ feasible service policyl € ®(g), there is a
of service-level recovery depends largely on the sear@@'responding disruption indek(II) defined as:
ing/replacing scope of the service components. We can D) = 2;11 F(B X Nrt)—n(tesr)) 5)
therefore use the number of substituted components to o

T
estimate its recovery duration. Formally, le¢ and g The goal of the MDSCR algorithm is to find the best

be the service routing schemes before and after recov réfricy Il € ®(G) that is feasible foG(¢), so thatD(IT)
We useN, ... to represent the number of compone L minimized Formally ;

substitutions fromrs to 7. Then Ny ... =7 —|1s N o -

|, wherer is the service path length ands N | is MDSCR :  minimize D(II) (6)

number of common components in these two sets. _ - TTe®(9) (7)
Based on the recovery duration estimation, we now!f the graph seriegj() is given, which means that

proceed to redefine the disruption index. Consider 3¢ mobility plan is determined a priori, the optimiza-

service S that starts at time instance and ends at 10N ProblemMDSCR could be solved using dynamic

T. Let w(t1), 7(t2), ..., w(#;) be the sequence of servicdrogramming. The mobility plan, however, is usually

composition schemes used during the service lifetim@l@vailable;.e., G(¢) is unknown in practice. To derive
a practical solution for MDSCR problem, we first study

%For simple estimation, we do not consider the impact of rouye’]e opt_|mal MDSCR solution and _de“\_/e .ItS analytical
caches here. properties. Based on these analytical insights, we then
present the MDSCR heuristics in Section V.




C. Optimal Solution Theorem 2 Let II* = (7*(t1),...,7*(t;)) be the

If G(t) is given, the minimum disruptive serviceoptimal MDSCR policy. Assumer > 1. Consider a
composition problenMDSCR is essentially a dynamic sub-sequence dil* where service routing schemes are
programming problem. Ley/(n(t,)) be the minimum changed. We denote this sub-sequence only with its
disruption index for the service disruption experienceservice routing scheme ads = (75(t7), ..., m5(t;))-
by the service from time instaneg, when composition Then for any two consecutive service compositions in
schemer(t,,) is used,.e.,: I, m5(ty,) andns(ty, ), m5(ty,) is not feasible on the
network topologyG(t; ) att;,_,, i.e, there exists a
service link in7%(t;) which has no feasible network
path inG(t;, ).
From Eq. (5) and Eq. (8) J(x(t1)) =  Due to space constraints, the proofs for these two

mingeq(g) D(IT). Based on dynamic programming, Weheorems are given in [17].
have

-1
L F(BX Nyt oom(ten )
. k;_u) ﬂ(tk) ﬂ(tk+1)
ty)) = m 8
I (tw)) Heqi?g) T ®)

F N7r —T 1
j(ﬂ(tw)) — min { (6 X (tw)—=7(twy ))—FJ( (tw+1))} V. MDSCR HEURISTIC ALGORITHM

T (w1 T i i
(tu+1) © A Two-tier MDSCR Algorithm

When the mobility plan of the ad hoc network is Based on the analysis in Sec IV-D, we can reduce the
known, the equation shown above could be used ¢omplexity of MDSCR problem by decomposing it into
give the optimal MDSCR solution via standard dynamiwo sub-problems: (1) the service-level MDSCR problem
programming techniques [16]. In particular, solvingnd (2) the network-level MDSCR problem. The service-
J(m(t1)) gives the optimal initial service compositionlevel MDSCR is the primary problem. Its objective is
n(ty). At time t, with service composition schemeto minimize the service-level disruption indes via
m(ty), solving Eq. (9) gives the optimal service recovservice routing, wheref)g is defined as
ery scheme (minimum disruption service recovery) that
changes t.he service composition frart,,) to 7 (ty+1)- Z F(BaN? o ()= ms(ths ) (10)

D. Analysis

The optimal solution described above reveals the fol- Here IIs = (Ws(tl), .., ms(ty)) is the sub-sequence
lowing interesting properties for MDSCR strategies: of service routing schemes whose service components

e Reactive recovery.The first property of an optimal are changed frondl. In particular, the initial service
solution is the reactive adjustment and recovery strateggmposition solution at the service level is given by
Specifically, if the failure penalty functio®’ is a linear solving the following equation:
or concave function (neutral or disruption frequency sen-
sitive user), a service path is changed if and only if one
of the underlying wireless link used by the service pathj(ﬂ s(t1)) = min ZF BNz, t)—ms(ty,) (1)
is broken in an optimal MDSCR strategy. This property

means that service composition remains the same on thét ime #;,., with service routing schemes(t;,),

discovery of new nodes and new service componellllf‘ae service recovery scheme that changes the service

in the neighbor (no service adjustment) and the noB&th rom=s(t},) to ms(t;,,) is given by solving the

failures that are not on the service path. Formally, thig!lowing equation:
property is presented in the following theorem.

Theorem 1 Let IT* = (7*(t1),...,7*(t;)) be the J(ms(ts )1) (12)
optlmal MDSCR policy, andF’ be a concave or linear — D%m {TF(ﬁo‘Nfs(tf,,)—»ns(ts 1)) + T (ms(ts, 1)}
function. Then for any two consecutive service compo- ms(th41)

sitions ¥ (t,,) and *(t,,41), 7*(tw) is not feasible on  The network-level MDSCR is the secondary problem.
the network topolog\g (t.y+1)- It tries to minimize the disruption index caused by
* Reactive service-level recoveryWhena >> 1, for  network-level recovery during the lifetime of a service
an optimal solution service-level recovery is invoked fink. Formally, its objective is to minimize the network-
and only if network-level recovery can not repair ongavel disruption indexDys (defined as follows) during

of the service link in useif., there is no feasible the lifetime of each service link via network routing.
network path connecting these two service components).

This property is formally summarized in the following fuss
theorem. Dy (ts, = tipp1) = Z F(BNNy ngen)  (13)

tt6



B. One-step Look-ahead Approximation To address this challenge, we present a service link

The decomposition mechanism presented above skfetime prediction method based on multivariate linear
arates concerns in MDSCR into two-levels, so thaggression. First, we identify a list of factored.,
service-level MDSCR and network-level MDSCR cadistance between two components) that affect the service
be treated separately. Here we focus our discussion ltnk lifetime. We then conduct a set of experiments and
service-level MDSCR and rely partially on the existingecord the service link lifetimes with the corresponding
ad hoc network routing protocols for network-level MDvalues of these factors. We identify the most significant
SCR. factors via principal components analysis and derive

Finding the solution to service-level MDSCR problenthe relations among these factors via multivariate linear
is still impossible for ad hoc networks with uncertaimegression.
mobility plan since it needs the complete knowledge Using the method described above, we estimate the
of future network topologies. Specifically, the servickfetime of service link(n — n’) based on (1) predicted
recovery decision at; , requires the knowledge ofdistance between two componedmn,(t+At), which
network topology after this time to calculate the futur@ calculated based on the current locations of the hosting
disruption index7 (rs(t;,,,)). To address this problem,nodes, their velocities and the prediction tiché, and (2)
we present a one-step look-ahead approximation mettthd node density,, .,.-(¢) in the vicinity of the service
where future disruption index is estimated in the timknk. Figure 5 plots the relation among the service link
period until its first service-level path failure. When thisifetime, its predicted distance and node density in a set
failure occurs, its number of component substitutions if experiments.
approximated by an average valigN®).

Formally, let L,,_.,,,, be the expected lifetinfe R -
for the service link(sk[ng] — sgi1[ngs1]). The ser-
vice routing scheme at time;  , is 7s(t;,. )

multivariable Jinear regr
y=KI"XL +k2*x2 + b
K1=-0.1777; k2=0.1293; b=110.4173

w

(s1[n1], s2[nal, ..., sp[ny]). Its failure rate is estimated as
Yrs(ts,y) = dohe1 T——— Likewise, J (ws(t5, 1)) is

. NETME41
estimated as
J(rs(ts41)) = F(Ba x E[N®]) X vroe ) (14)

lifetime

The initial service composition strategy is to find ‘ ‘ ‘ ‘ ‘ ‘
Ws(t'{) to mlnlmlze future distance / node density
S
F(Ba x E[N?]) x Vrs(t3) (15)
] ] ~ Fig. 5. Lifetime Prediction
The service-level recovery strategy involves finding a

service routing schemes(t; ;) to minimize The blue (dark) star in Figure 5 describes the relation
1 s s of the predicted distance (x-value) and the service link
T EBaNT 4 )—rs e, ) + F(BABINT])Yas(t;,,,) (16) lifetime (y-value); and the blue (dark) line is its linear

. i regression results. The green (light) cross in the figure
Eq. (16) formally characterizes the trade-off betwee scribes the relation of the node density and the link

the recovery duration (first term) and the sustainabilit . . AR .
y ( ) y | Stlme; and the green (light) line is its linear regressio

the newly composed path (second term) faced by servl . ;
recoveryy P path ( ) y results. Based on the experiment results described above,

the lifetime of a service link is computed via multivariate
C. Lifetime Prediction linear regression shown as follows.

Now the problem left in deriving a practical MDSCR R
solution is to estimate the service link lifetime. This L,,—,» = K1 Xdp—pn (t+At)+ Ko X pp—n (t)+B (17)
problem is a non-trivial due to the highly inter-dependent
wireless link failures and the impact from network patwhere K1 = —-0.1777; K2 = 0.1293; and B =
repairs. It therefore cannot be solved by traditionall0.4173. In the simulation study, we derive the cor-
network path reliability estimation methods. responding parameters for linear regression for different

network setups, and pick the prediction time with the
3Here the lifetime of a service link is defined as the time aér smallest standard error.

between its formation and the first time instance when thgtkeof
the shortest network path that supports this service lin&rgger than “The simulation parameters used this experiment are the aame
H hops. the default ones in Section VI.




D. Two-tier Predictive Heuristic Algorithm }A/\E. I Mi”im9m| Disrll_’plii(:r': ?er\’ice Tecove.ry -
We now summarize the discussions above and present SSume a wireless fin that supports service fin

L . — fail
the MDSCR heuristic algorithms. The deployment of our li?l;s[tnfi]er: s&wg&krég raelc?)very

algorithm needs the support of location services [18} 1 For all feasible network pat, ) with length

for node location and velocity information, and service <H
discovery services [14]. Table Il gives the minimum Estimate lifetimeL,,, —.,,, , , -
disruption service composition algorithm. This algorithm If no such feasible network path exists, goto 2
1.2 Find the network path with the maximum estimated
Alg. I: Minimum Disruption Service Composition lifetime
1 Firg tier: service routing return the path. //network-level recovery succeeds.
1.1 For all feasible service link& 1] — sk+1[nk+1]) Il network-level recovery fails, try service-level re-
whose shortest underlying network path lengih{ covery
Estimate lifetimeL,,, .., ., - 2 Second tier: service-level recovery
2.2 Find the service routing schemg that minimizes [IAssume the current service routing scheme is
Eq. (15). //This could be done based on any mini- ms(ty)
mum cost routing algorithm 2.1 For all feasible service linksx[ni] — sk+1[nk+1])
2 Second tier: network routing whose shortest underlying network path lengthf
2.1 For each service linksg[ng] — spy1[nar1]) Estimate lifetimeL,,, .., , .
Find the network path with the maximum esti- 2.2 Find the service routing schemg(t;,;) that min-
mated lifetime and lengtkc H. imizes Eq. (16)
Pignpss) — MLNR(ng,ngy1,G) /I MLNR is Iithen perform network routing
a minimum path failure rate routing algorithm that 2.3 For each service linKsx[ng] — spi1[ng41]) in
could be done based on any minimum cost routing ms(tips1)
algorithm Find the network path with the maximum esti-
mated lifetime and a lengtk H.
TABLE Il Pngnpes) & MLNR(ng, ni11,G)

MINIMUM DISRUPTIONSERVICE COMPOSITIONALGORITHM
TABLE 11l

MINIMUM DISRUPTIONSERVICE RECOVERY

has two tiers. The first tier is service routing that finds
the service components for the service path. Once the
service components are determined, the network routing
algorithm in the second tier will find the data path t@nd begins moving towards it after waiting for certain
connect these components. pause time (default value isl0s). Each simulation runs

Table Il gives the minimum disruption service recovfor 2000s (also the service lifetime).
ery algorithm. This algorithm also has two tiers. The first The simulated service is composed fr@dncompo-
tier is the network-level recovery, which is triggered byents; each component h&sreplicas by default. Each
the failure of a wireless link on the current service patlservice link requires its network path length < 3. In
If the network-level recovery succeeds the algorithtine simulation, the prediction time is adjusted based on
return successfully. If the network-level recovery failsjetwork setup to achieve the smallest prediction error (in
however, then service-level recovery will be triggered.default setting, prediction time i20s). The value of«

is 10, B is 1.
We compare the performance of our MDSCR algo-

This section evaluates the performance of our MDSGRhm with the shortest path service composition (SPSC)
algorithm via simulation. algorithm, which is a commonly used ad hoc routing
A. Smulation Setup algorithm thta chooses the path with the smallest hop

In the simulated ad hoc network) nodes are ran- number. In particular, the length of a service link is
domly deployed over &,000 x 1,000m? region. Each calculated as the length of the shortest network path that
node has a transmission range25fm. Node mobility supports it. The service path with the shortest service
follows the random waypoint model. In this model, dink length will be chosen. For each experiment, we run
node chooses a random destination and moves towardsoth MDSCR algorithm and SPSC algorithm over the
with a constant speed uniformly distributed between zesame network scenaria.€, each node in two runs of
and amaximum speed (default value islOms). When a the simulation follows the same trajectory) and compare
node reaches its destination, it chooses a hew destinatiogir disruption indices.

V1. SIMULATION STUDY



B. Basic Comparison - '
We first experiment the MDSCR and SPSC algorith o ” ‘ | ‘ ‘ : |||||| ”“ “H ”m ‘ | |||

over 50 different random network topologies. The nc . || e , ||,| Al L Ll Il |-' L

work parameters used in the experiments were base “- N || | | ! |

their default values. The simulation results are show! - .
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ment ratio, which is defined as improvement ratio improvement ratio on improvement ratio

DAJD%P_S?SPSC, Where{)]\/jpsc}g and [)SPSC are the

disruption indices of the MDSCR and SPSC algorithms,

respectively. Figure 6 shows that the MDSCR algorithfi¥nction. This result occurs because under convex func-
outperforms the SPSC algorithm in most experiments §¢n. local recovery (which tries to replace as few com-

an average ratio of9.28%. There are also several caseBonents/links as possible) incurs much less disruption
where the SPSC algorithm outperforms the MDSCRenalty than global recovery due to the convex shape.
algorithm, due to the prediction errors in these scenarié2Ur MDSCR heuristic algorithm aggressively encour-

e.g., the node moves towards the opposite direction righ@€s local recovery and thus performs much better than
after our prediction. SPSC. In the concave region, conversely, the benefits of

C. Impact of Service Path Length local recovery are not significant, and the advantages of

. . DSCR are thus less prominent.
We next measure the impact of service path leng Impact of System Dynamics

(i.e., the number of service components involved in the To analyze the impact of system dynamics, we sim-
service delivery) on the performance of our allgorithmula,[e both the MDSCR and SPSC algorithms under
This simulation adjusts the service path length fro'?ﬁfferent node speeds and pause times. In particular,
3 to 4. The improvement ratios undé0 experiments we experiment with pause times ®f, 10s, 20s, 30s,

are shown in Figure 7. From the results, we can S88s 50s. 60s and node speeds Gfns, 10ms, 20ms
that MDSCR algorithm consistently outperforms Spsg()ms, 100ms. The prediction time is also adjusted in
algorithm under both service path lengths. Comparing, ., experiment to reflect the best prediction resués (

_Flgure 6 with Flg_ure 7 we also obserV(_e that the averaifs smallest standard error in linear regression). We plot
improvement rati®21% with longer service path length o average improvement ratios &f experiments under

(4) is better than the one with service path lengthBas e rent pause times in Figure 10 and under different
This result shows that the benefit of MCSCR algorithr;qode speeds in Figure 11

increases re_:lative to SPS(_: when the service pgth Iengtq-hese two figures show that our MDSCR algorithm
gets longerj.e, more service components are involved .,icves petter performance than the SPSC algorithm
in the service composition. under all mobility scenarios. In particular, the MDSCR
D. Impact of F' Function algorithm works best with pause time ranging fraos

In the simulation described above, the failure penalty 50s and node speed aK)ms, which represents a
function F takes a linear function. We now study thenedium-mobility environment. Under such a mobility
performance of the MDSCR algorithm under differerénvironment, the service link lifetime prediction method
shapes of thef" function. Figures 8 and 9 show thegives the best prediction results.
improvement ratios under concave and convex functiorts, Impact of Number of Component Replicas
respectively. These figures show that the convex functionThe performance of service composition and recovery
F gives a larger improvement ratio than the concawdgorithms intuitively depends on the service component
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redundancy in the networki.§¢., number of compo-
nent replica). We simulate both algorithms in networks
with different numbers of component replica: 8, 10,  [4]
12. Figure 12 plots the average improvement ratio of
20 runs over different randomly generated topologieserS]
This figure shows that the improvement ratio from th
SPSC algorithm to MDSCR algorithm does not change
much, although the performance of each algorithm woultf!
change under different network redundancy situations.

G. Impact of Service Link Length Requirement H

The service link length requiremef can limit ser-
vice link selection, and thus may affect the performancgy
of the service composition and recovery algorithms. To
study the impact of service link length requirement
H, we ran simulations under different values &f
(2,3,4,5). The simulation results in Figure 13 show that
the MDSCR algorithm performs much better than SPIQ]
algorithm for all H values.

The MDSCR algorithm also works best when the
maximum service link length requirement & The [11]
reason for this observation is that when the service link
length requirement is small, the feasible service link set
is also small, which in turn limits the possibility that
MDSCR can choose a better service link. Conversely,
if the service link length requirement is too largeg(, [12]
5), then the service link lifetime depends largely on the
network topology instead of the relative locations of itg3]
two components. The prediction method thus works less
effectively due to randomness in the service link lifetime.

[14]

(7]

VII.

This paper systematically investigates the service coits]
position and recovery strategies that improve the ability
of service delivery in mobile ad hoc networks undeﬁe]
constant wireless link failures. It uses an optimization-
based approach, develops a theoretical framework fof]
minimum disruption service composition and recovery
based on dynamic programming, and presents a MDSGR
heuristic algorithm that provides an effective service
composition and recovery solution for ad hoc networks.

CONCLUDING REMARKS

10

’ ] Our simulation results show that the MDSCR algorithm
can achieve much less disruption to end users than
traditional methods, such as shortest path routing and
service composition.

REFERENCES

X. Gu and K. Nahrstedt, “Dynamic QoS-Aware Multimedia
Service Configuration in Ubiquitous Computing Environnsght
in Proc. of |IEEE ICDCS 2002.

D. Xu and K. Nahrstedt, “Finding Service Paths in a Media
Service Proxy Network,” irProc. of SPIE/ACM MMCN, 2002.

J. Balasubramanian, P. Lardieri, D. C. Schmidt, G. Thake
A. Gokhale, and T. Damiano, “A Multi-layered Resource
Management Framework for Dynamic Resource Management
in Enterprise DRE SystemsJournal of Systems and Software:
special issue on Dynamic Resource Management in Distributed
Real-Time Systems, 2006.

Y. Liu, A. H.H. Ngu, and L. Zeng, “QoS Computation and
Policing in Dynamic Web Service Selection,” Proc. of the
International Conference on WM, 2004.

L. Zeng, B. Benatallah, M. Dumas, J. Kalagnanam, and Q. Z.
Sheng, “Quality Driven Web Services Composition,” Fnoc.

of the International Conference on VWWV, 2003.

B. Raman and R. H. Katz, “An Architecture for Highly
Available Wide-Area Service Composition,Computer Com-
munications Journal, vol. 26, no. 15, 2003.

L. Xiao and K. Nahrstedt, “Minimum User-perceived Inter
ference Routing in Service Composition,” Proc. of IEEE
Infocom, 2006.

Z. Ye, S. V. Krishnamurthy, and S. K. Tripathi, “A Framewko
for Reliable Routing in Mobile Ad Hoc Networks,” iRroc. of

the |EEE Infocom, 2003.

] J. Tang, G. Xue, and W. Zhang, “Reliable Ad Hoc Routing

Based on Mobility Prediction,” Journal of Combinatorial
Optimization, vol. 11, no. 1, 2006.

M. Mikic-Rakic, S. Malek, and N. Medvidovic, “Improvin
Availability in Large, Distributed Component-Based Syste
via Redeployment,” irProc. of International Working Confer-
ence on Component Deployment, 2005.

V. Subramonian, G. Deng, C. Gill, J. Balasubramaniarten,

W. Otte, D. C. Schmidt, A. Gokhale, and N. Wang, “The Design
and Performance of Component Middleware for QoS-enabled
Deployment and Conguration of DRE SystemsJournal of
Systems and Software: special 1ssue Component-Based Software
Engineering of Trustworthy Embedded Systems, 2006.

K. Wang and B. Li, “Efficient and Guaranteed Service Gage

in Partitionable Mobile Ad-hoc Networks,” iRroc. of the |EEE
Infocom, 2002.

U. C. Kozat and L. Tassiulas, “Service discovery in nelzid

hoc networks: An overall perspective on architectural cési
and network layer support issues®d Hoc Networks, vol. 2,

no. 1, 2004.

R. Koodli and C. Perkins, “Service Discovery in On-Derda
Ad Hoc Networks,” inlnternet Draft, 2002.

C. E. Perkins, E. M. Belding-Royer, and |. Chakeres,
Hoc On Demand Distance Vector (AODV) Routing,” IETF
Internet draft, 2003.

D. P. BertsekasPynamic Programming and Optimal Control,
Athena Scientific, 2000.

S. Jiang, Y. Xue, and D. Schmidt, “Minimum DisruptionrSe
vice Composition and Recovery in Mobile Ad hoc Networks,”
in Vanderbilt University technical report #19S06-711, 2006.

Y. Xue, B. Li, and K. Nahrstedt, “A scalable location naaye-
ment scheme in mobile ad-hoc networks,”Hroc. of the |IEEE
Annual Conference on Local Computer Networks, 2001.

“Ad



