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Real-time and Embedded ORBs Douglas C. Schmidt
Motivation: the Telecom Software Crisis

e Symptoms

— Network element hardware gets
smaller, faster, cheaper

— Communication software gets larger,
slower, more expensive

e Culprits
— Inherent and accidental complexity
e Solution Approach

— Manage & control network elements
via QoS-enabled middleware

www.arl.wustl.edu/arl/
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Goal: Apply Embedded Middleware to
Network Element Mgmt & Control
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Domain Challenges

e High-speed (20 Gbps) ATM switches
w/embedded controllers

e Low-latency and statistical real-time deadlines

e COTS infrastructure, standards-based open
systems, and small footprint

D&
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Problem: Low-level Switch Control
& Management ( e.g., GSMP & VSI)

SIGNALING PROCESSOR Features
SIGNALING
LiENT VASTER e Setup &_ release
CONTROLLER connections
CONTROL LIBRARY API e Add & delete
I’ 4 point-to-multipoint
SWITCH leaves

CONTROL MESSAGES

| e Manage ATM switch

CONNECT COMMIT

¥ | ports

| e Request
SLAVE 5 o
CONTROLLER I _Con Igurc_'sl
SLAVE information &
CONTROLLER

statistics
NETWORK ELEMENT

Drawbacks

e Non-portable, tedious, and error-prone programming

APIs

Washington University, St. Louis D —



Real-time and Embedded ORBs

Douglas C. Schmidt

Proxy Server Configuration

ProcCESSOR ProcCESSOR Mrocesson Features
TAO TAO PROXY om
SI GNALI NG SI GNALI NG MASTER 'D_C <
cowraLcndl 5 2| ® Supports standard
CORBA programming
u AP
I nter- @B Prot ocol
| _— e Can use standard ORB
est abl i sh_connect () GSMP: ADD_BRANCH
_________________ VS . CONNECT comm T ..
| v 5 ] EL/ ® Transparent to eX|st|ng
E I CONS1'L£O\/LELER I @ntrd cdl's GSMP & VSI servers
E I CONTROL cofig port
' cg(r;n:gl(_) ' PROCESSOR O . .
ZEosEseE AN e Scales to distributed
T oaw E H e ¥ oaw [ configuration
- — — i.e, one CP can

NETWORK ELEMENT NETWORK ELEMENT

NETWORK ELEMENT

control multiple
switches

Washington University, St. Louis
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Embedded ORB Configuration

NETWORK OPERATIONS SIGNALING

CENTER PROCESSOR Features

MANAGEMENT e Leverages m iddleware
flexibility and
CONTROLLER S

standardization

TAO

EVENT GET PORT ADD NEW

PORT DOWN  STATUS CONNECTION ° MU'tlple pI‘OtOCO|5 can be
INTER -ORB PROTOCOL
supported

I
5 TA E — GSMP & VSl in-line
A brldglng GIOP/IIOP,
é CONTROL FI’ROCESSOR é
j % o e Minimal footprint

: NETWORK ELEMENT

Jﬂ

r iy r-.
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Context: Levels of Abstraction in

Internetworking and Middleware

DNS TELNET
FTP | | HTTP
UDP TCP

IP

APPLICATIONS

CORBA

CORBA SERVICES

CORBA

ETHERNET | | ATM

FDDI

WIN NT

LINUX | | LYNXOS

FIBRE CHANNEL

INTERNETWORKING ARCH

SOLARIS | | VXWORKS

MIDDLEWARE ARCH
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Problem: Lack of QoS-enabled Middleware

e Many telecom applications require
QoS guarantees

— e.g., call-processing,

Kggﬁe}‘c%g @ network/switch management,

’) wireless systems

.

HIGHER-LEVEL e Building these applications
MEDDEEIARE manually is hard

e Existing middleware doesn’t
support QoS effectively

LOW-LEVEL

OPERATING — e.g., CORBA, DCOM, DCE, Java
SYSTEMS &
PROTOCOLS e Solutions must be integrated
horizontally & vertically
i, T o
Washington University, St. Louis E) ' C e 7
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Candidate Solution: CORBA

INTERFACE IMPLEMENTATION Goals of CORBA
REPOSITORY COMPILER REPOSITORY . ] . ]

e Simplify distribution
by automating

in ol args

operatlon() ((S);JVEA%

o argsmmm valee — Object location &
/ activation
IDL
SKELETON — Parameter
OBJECT .
INTERFACE ADAPTER marshaling

— Demultiplexing
— Error handling

GIOP/IIOP/ESIOPS

Q STANDARD LANGUAGE MAPPING @ Provide foundation

@ STANDARD INTERFACE

. ORB-SPECIFIC INTERFACE QSTANDARD PROTOCOL for higher-level
www.cs.wustl.edu/~schmidt/corba.html SEIVICES
DHGHO
Washington University, St. Louis - N 8



Real-time and Embedded ORBs Do
Caveat: Requirements/Limitations of

CORBA for Telecom

NETWORK
OPERATIONS
CENTER

AUDIO/VIDEO

AGENT ARCHITECTURE
— MIB

0 e Sy
C

TAO

G sec

HARDWARE

www.cs.wustl.edu/~schmidt/RT-ORB.ps.gz

Requirements Limitations
e Location transparency e Lack of QoS specifications
e Performance e Lack of QoS enforcement
transparency e Lack of real-time
e Predictability programming features
transparency e Lack of performance
e Reliability tranparency optimizations
5 T o
DC-C
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Overview of the Real-time CORBA Specification

END-TO-END PRIORITY

Features

PROPAGATION l
in args . .
operation() 1. End-to-end priority
OBJECT .
out args + return value SERV ANT) pI’Opag atlon
“«—0 g
STANDARD [ opsgcT . Protocol properties
EXPLICIT SYNCHRONIZERS ADAPTER H d |
BINDING _ y > THREAD POOLS : read pools

GIOP

OS KERNEL

0OS 1/0 SUBSYSTEM
NETWORK ADAPTERS

2
3
4. EXxplicit binding
)

PROTOCOL
PROPERTIES

. Standard
synchronizers

OS KERNEL

0OS 1/0 SUBSYSTEM

NETWORK ADAPTERS

www.cs.wustl.edu/~schmidt/
00rcC.ps.gz

NETWORK

Washington University, St. Louis 10
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Our Approach: The ACE ORB (TAO)

in args

CLIENT operatlon() OBJECT
(SERVANT)

A out args + return value
<+—O0
SKELETO

TAO Overview —

e An open-source,
standards-based,

ORB RUN-TIME le):I;;cTclr E real-ti me,
STUBS SCHEDULER C ADAPTER high-performance
REAL-TIME ORB CORE C1op | CORBA ORB
PLUGGABLE, il
SonEEe) e Runson
—— POSIX/UNIX,
o | ez aRT0S
SUBSYSTEM SUBSYSTEM D latforms

HIGH-SPEED
NETWORK INTERFACE NETWORK

www.cs.wustl.edu/~schmidt/TAO.html

- e.g., VxWorks,
Chorus, LynxOS
e Leverages ACE

Washington University, St. Louis 11
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The ADAPTIVE Communication Environment (ACE)

SELF-CONTAINED

MIDDLEWARE
DISTRIBUTED JAWS ADAPTIVE APPLICATIONS
SERVICE
COMPONENTS

LOGGING NAME TIME
SERVER SERVER SERVER

ORBA
FRAMEWORKS AND > A PTOR 0 OR . )

Crv [rRoces
WRAPPER LOG SHARED
FACADES

MAP [|WRAPPERS

WEB SERVER
TOKEN GATEWAY ] i . THE ACE ORB
SERVER SERVER 7] (1a0)
D[j Al
Las l. [ ]

OS ADAPTATION LAYER
C  brocesses/|| STREAM || SOCKETS/|| NAMED || SELECT/ ||| DYNAMIC |{ MEMORY || sysTEM |-
APIs | tgreaps || pipEs |4 TLI | PIPES [{10 comp [/ LINKING [ MAPPING || V IPC |/

GENERAL POSIX AND WIN32 SERVICES

www.cs.wustl.edu/~schmidt/ACE.html

ACE Overview —

e A concurrent
OO networking
framework

e Available in
C++ and Java

e Ported to
POSIX, WIn32,
and RTOSs

Related work —

e X-Kernel
o SysV
STREAMS

pYelo

L

Washington University, St. Louis
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ACE and TAO Statistics

e Over 35 person-years of effort e Currently used by dozens
_ ACE > 200,000 LOC of companies
— TAO > 125,000 LOC — Bellcore, Boeing,
— TAO IDL compiler > 100,000 LOC Ericsson, Kodak,
— TAO CORBA Object Services > Lockheed, Lucent,
150,000 LOC Motorola, Nokia, Nortel,

Raytheon, SAIC,

e Ported to UNIX, Win32, MVS, and Siemens, etc.

RTOS platforms

: e Supported commercially
e Large user community

. — ACE —
— \l/JvSV\évrvécr?t.:/nvlustl.edulwschmldt/ACE- WWW.TIVerace.com
' — TAO —
WwWWw.ociweb.com
=] r r-"! H] r:‘
Washington University, St. Louis D Yo' N 13
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Applying TAO to Avionics Mission Computing

& @ Domain Challenges
; ‘ e Deterministic & statistical

3:PUSH (EVENTS) 4@1414(]\):“3 real-time deadlines
EVENT > C ) ) . . .
CHANNEL | 3:puUSH (EVENTS) e Periodic & aperiodic processing
> —
2: SENSOR PROXIES DEMARSHAL DATA ° COTS and Open SyStemS

& PASS TO EVENT CHANNEL

e Reusable components

1: SENSORS
GENERATE
DATA

5 ® Support platform upgrades
| www.cs.wustl.edu/~schmidt/TAO-

boeing.html
www.cs.wustl.edu/~schmidt/JSAC-
98.ps.gz
Y o
Washington University, St. Louis D ' C " N 14
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Applying TAO to Other Performance-Sensitive
Applications

[ o

X] —
—

MODALITIES
(CT, MR, CR)

\
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BLOB STORE

= ) |
& MAN Iz :
X

CLUSTER
BLOB
STORE

Medical Imaging

TRACKING \
STATION
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f‘--\: .
v
kBT
/ /
STATUS INFO ; - ’
/ / ﬂ
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NETWORK f P 7
/ /
COMMANDS // // e BULK DATA
/S TRANSFER
/! /s
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i ] 1

[=

LOCAL AREA NETWORK

GROUND

STATION

K PEERS
Satellite Surveillance

Washington University, St. Louis
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Problem: Optimizing Complex Software
Common Problems —

e Optimizing complex software
Is hard

e Small “mistakes” can be costly

Solution Approach (lterative) —

e Pinpoint overhead via

j’. CLUSTER white-box metrics
STORE — e.g., Quantify and
= VMELtro
[ gy ropsuimes E,' CENTRAL e Apply patterns and framework
(CcT, MR, CR) BLOB STORE com ponents
www.cs.wustl.edu/~schmidt/ e Revalidate via white-box and
JSAC-99.ps.gz black-box metrics
PRGHO

Washington University, St. Louis b Y’ N 16
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Solution 1: Patterns and Framework Components

CLIENT SERVICE SERVANT Deﬁ n |t| O I’]S
Lo Jro

ONFIGURATOR

C] e Pattern
ABSTRACT
+ FACTORY . .
— A solution to a problem in
- ‘ ACTIVE
STRATEGY OBJECT a context

THREAD-SPECIFIC

CONNECTOR STORAGE ccerron || © Framework
REACTOR — A “semi-complete"
WRAPPER FACADES application built with
OS KERNEL 0S KERNEL components
) pr—
G 9

e Components
www.cs.wustl.edu/~schmidt/ORB-

patterns.ps.gz — Self-contained, “pluggable”

ADTs

r iy r-‘
Washington University, St. Louis D C = 17
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Solution 2: ORB Optimization
Principle Patterns
Definition
e Optimization principle patterns  document
rules for avoiding common design and
Implementation problems that can degrade the

performance, scalability, and predictability of
complex systems

Key Principle Patterns Used in TAO

# Principle Pattern

Optimize for the common case

1

2 | Remove gratuitous waste

3 | Replace inefficient general-purpose
functions with efficient special-purpose ones

N

Shift computation in time, e.g., precompute

o1

Store redundant state to speed-up
expensive operations

6 | Pass hints between layers and components

\l

Don’t be tied to reference implementations/models

8 | Use efficient/predictable data structures

D G

Washington University, St. Louis L7 '\’
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tEI'IﬂGEIHC)S
ANITLNNY

ORB Latency and Priority Inversion Experiments
Method
g R K[Servants j
' @ @ Object Adapter | constant
C C C ‘ e Solaris real-time threads
0 1 n

. Client with matching priorities

Clients C; C,, have

Real-time and Embedded ORBs Douglas C. Schmidt
e Vary ORBs, hold OS
PN e High priority client C
3* Requests connects to servant S

. /O SUBSYSTEM . . .

° ... Up
= j\ same lower priority

= e ClientsC,...C,

ATM Switch ﬂﬂmﬁ connect to servant S,
Ultra 2 UItra 2

e Clients invoke two-way
www.cs.wustl.edu/~schmidt/RT-perf.ps.gz CORBA calls that cube a
number on the servant
and returns result

Washington University, St. Louis 19
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ORB Latency and

[$)]
S

Priority Inversion Results

| | —#—CORBAplus High Priority =~ —#— CORBAplus Low Priority

I
3
;

—4— MT-ORBIX High Priority —*%— MT-ORBIX Low Priority

S
N
|

=@—miniCOOL High Priority ~ =>¢=miniCOOL Low Priority

o
o
;

|| ——TAO High Priority TAO Low Priority

Synopsis of Results

e TAO’s latency is lowest for
large # of clients

w
(o3}

e TAO avoids priority inversion

w
N

N
o5}

N
S

— I.e., high priority client

A

[
o

always has lowest latency

/

=
[e2]

Latency per Two-way Request in Milliseconds

=
N

e Primary overhead stems
from concurrency and
connection architecture

— e.g., synchronization and

15 20 25 30 35
Number of Low Priority Clients

40

context switching

Washington University, St. Louis

20
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ORB Jitter Results

T Definition

e Jitter — standard
deviation from
0 average latency
é Synopsis of Results
3 e TAO's jitter is
= ] lowest and most
£ | consistent
o}
5 coremusrianrioy ® CORBApIUS’ jitter
T-ORBI igh Py is highest and
S most variable

TAO Low Priority
TAO High Priority

Number of Low Priority Clients

r i ! u 'r-.
Washington University, St. Louis E) C = 21
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Problem: Improper ORB Concurrency Models

*'i SERVANTW Common Problems
SKEL
> SERVANT | ¢ High context switching and
3: dequeue, SKELETONS . . h d
filter (TrmeAd 4 dispatch synchronization overhea
goet o~ wpeato
e Thread-level an
FILTER OBJECT .y
—= =2 ADAPTER packet-level priority

(servant pEvuxE) Inversions

%: enduene(@ata)ire 1318760000 e Lack of application control
CONNECTION THREADS over concurrency model

1: recv() www.cs.wustl.edu/~schmidt/
CACM-arch.ps.gz

I/0 SUBSYSTEM

Washington University, St. Louis
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Problem: ORB Shared Connection Models

J APPLICATION Common Problems
1: invoke twoway()
PRI e Request-level

5: dispatch_return() . . . .
ORB CORE priority inversions

[ SERVANTS j

SAVIIHL dIMOTI0d

3: read()

BORROWED THREAD

R — Shar.lr)g multiple
ORB CORE priorities on a
single connection
ONE TCP

e— N >
/O SUBSYSTEM [ttt 1/0 SUBSYSTEM % Complex connection
COMMUNICATION LINK | multiplexing

!

: release(

2: select()

e Synchronization

www.cs.wustl.edu/~schmidt/ overhead
RTAS-98.ps.gz

r i ! u 'r-.
Washington University, St. Louis D C = 23
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MT ORBIX

700

600
D
(D)
>
o
& 500 _
5 Eclient
o
2 M server
© 400
<
(]
o
(@)
X 300
(&)
o
—
[
) 199
3 200 175
@
2]
D

100 %

0 0
o T T
TAO miniCOOL CORBAplus

ORBs Tested

599

High Locking Overhead

Common Problems

e Locking overhead affects
latency and jitter significantly

e Memory management
commonly involves locking

www.cs.wustl.edu/~schmidt/
RTAS-98.ps.gz

Washington University, St. Louis
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Solution: TAO’s ORB Endsystem Architecture

e |Leader/followers thread pool

RT ORB CORE

(] [ CLIENTS ] [SERVANTS] Solution Approach —
U STUBS SKELETONS f:
N (on weausstomoner)| [ @ Integrate scheduler into ORB
. RT OBJECT o endsystem
M ADAPTER (C) e Co-schedule threads
E
P
Y

Principle Patterns —

PLUGGABLE PROTOCOLS

SOCKET QUEUE DEMUXER

RT 1/O
SUBSYSTEM

HIGH-SPEED NETWORK

INTERFACES
(e.g., APIC, VME)

e Pass hints, precompute,
optimize common case,
remove gratuitous waste,
store state, don’t be tied to
reference implementations &
models

CWHFGUH!OVJ

B
U
F
F
|
R
S

srase wssses
A

{1t

~~~~~~

r iy r-.
Washington University, St. Louis D C = 25
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Thread Pool Comparison Results

( SERVANTS ]( SERVANTS ‘
4

S: dispatch upcall() : dispatch upcall()

ORB CORE
LEADER FOLLOWERS

—— 3: enqueue() ‘
REQUEST 1: 3: release()

Performance Improvement

I/0 SUBSYSTEM
I/O SUBSYSTEM

Worker Thread Pool Thread Pool

Leader/Follower

r (B 'r-.
Washington University, St. Louis D C = 26



Real-time and Embedded ORBs Douglas C. Schmidt
Problem: Reducing Demultiplexing Latency

Design Challenges

OPERATION1
OPERATION2
OPERATIONK

SERVANT o Minimize demuxing layers
6: DISPATCH LAYER

OPERATION SKE'L SKIIEL . ([N e Provide O(1 Operation
) )

5:DEMUX T0 demuxing through all layers

SKELETON

SERVANT SERVANT eee |SERVANT . . . . .
» [ 1] [ 2] e Avoid priority inversions
« DEMUX TO

| |
SERVANT @0?1] [POIAZJ e Remain CORBA-compliant

3: DEMUX TO .
OBJECT [ ROOT POA ) ORB  \WwWWw.cS.wustl.edu/~schmidt/
ADAPTER LAYER

POA.ps.gz

2: DEMUX TO

I/O HANDLE OS 1/0 SUBSYSTEM (0N
KERNEL
1: DEMUX THRU NETWORK ADAPTERS LAVER

PROTOCOL STACK

Washington University, St. Louis o 27
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Solution: TAO’s Request Demultiplexing Optimizations

S S (D) DE-LAYERED ACTIVE DEMUXING
=R Z | (A)LavERED DEMUXING, ||| @ = | (B)LAYERED DEMUXING, =
2| & S LINEAR SEARCH 2l & S DYNAMIC HASHING S = E
S| 2 |eee] & S & S| (C)LAYERED DEMUXING, =Nk = S S
g g g g g coo g PERFECT HASHING 2| 2 S < E

L ALA I—'t\search(operation) Ahash(operatlon) % % % é g
IDL S| R loee| £ (oee| S loee| S
SKEL D [s 2] @ [SKEL D [SKEL 2] @ '% '% '%' E %
> || = > > >
[SERVANT 1] [SERVANT 2] oo GERVANT 50@ [SERVANT 1] [SERVANT 2] ooow é é é % é
A LK LA LA A
search(object key) hash(object key) index(object 1|<ey/operati0n)
—{OBJECT ADAPTER) (OBJECT ADAPTER) (OBJECT ADAPTER)
Demuxing Perfect hashing
e Www.cs.wustl.edu/~schmidt/ e Www.cs.wustl.edu/~schmidt/
{ieee_tc-97,CO0OTS-99}.ps.gz gperf.ps.gz

Washington University, St. Louis = S 28
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POA Demultiplexing Results

l Transient
O Persistent

5
—~ 4
3 3
o 2
g 1
© 0
1
10
15
20
POA Depth 25
Synopsis of Results Principle Patterns
e Active demux Is e Precompute, pass

efficient & predictable hints, use
for both transient and special-purpose &

persistent object predictable data
references. structures

r ¥ iRy r-
Washington University, St. Louis D c L
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Servant Demultiplexing Results

O Active Demux

0 Dynamic Demux

B Linear Demux

Latency (us)
|_\
o
o

50

100

200 300

No. of Objects
Synopsis of Results Principle Patterns

400

500

e Linear demux is e Precompute, pass
costly hints, use
special-purpose &
predictable data
structures

e Active demux is
most efficient &
predictable

Washington University, St. Louis
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Operation Demultiplexing Results

Synopsis of Results —

< 7

10

25 O Perfect Hashing
O Binary Search
B Dynamic Hashing — e Perfect HaShing
0 ounearsercn _ Highly predictable
T . 1 — Low-latency
> o Others strategies
g slower

A

Principle Patterns —

I/

‘ e Precompute, use
predictable data
structures, remove

30 ]
No. of Methods 50 gratuitous waste

-
i

10 20

D'ﬁl"ﬁ 31
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TAO Request Demultiplexing Summary

() () o ()
PERFECT
HASHIN G
o) @ERVAN@ o)

ACTIVE o <

DEMUXING [PO A 1] [PO Az] ... @

C ROOT POA )

ACTIVE o >
Demultiplexing Stage Absolute Time ( uS)
1. Request parsing 2
2. POA demux 2
3. Servant demux 3
4. Operation demux 2
5. Parameter demarshaling | operation dependent
6. User upcall servant dependent
7. Results marshaling operation dependent

Washington University, St. Louis D :
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Real-time ORB/OS Performance Experiments

vl ((svaus ) (g =) Method
‘ @ @ [ObieCt é?apterp | 5 % e Vary OS, hold ORBs
0 1 n c Z
O @ = m constant
(| S S = s, ||¥ e Single-processor Intel
ORB Core

3‘ Requests

Pentium Il 450 Mhz, 256

[P] Priority Mbytes of RAM
. Client g e Client and servant run on
~<_ IR 7 the same machine
T v T e Client C; connects to
/ e servant S; with priority P;
— ¢rangesfrom1...50
Pentium || e Clients invoke two-way

www.cs.wustl.edu/~schmidt/RT-OS.ps.gz CORBA calls that cube a

number on the servant and
returns result

rff I8
Washington University, St. Louis D C = 33
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Real-time ORB/OS Performance Results

/ 2000

Two-way Request Latency, usec
H
o) o
o =)
) =)
| —
| —
é N

0 1 2 5 101520 25 30 35 40 45 50

K Low Priority Clients

/

-~

\

Two-way Request Latency, usec

20000 ~

18000 -

16000

14000

12000 +

= Linux
—+—Lynx0OS

-« NT

—*-Solaris
—o—VxWorks
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2000

0t
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~

/

High-priority Client Latency Low-priority Clients Latency
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Real-time ORB/OS Jitter Results

3500
3000
2500 HLynxOS
Q T
0]
[%2] xWork
= .
- 2000 H Linux
] olari
E
=
c>5\ 1500
Z
o
E 1000
500
0
o
N
o
= o
N o
M o
¥ o
Lo . T9}
K Low Priority Clients /

High-priority Client Jitter

Two-way Jitter, usec

\

~

/

Low-priority Clients Jitter
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Problem: Hard-coded ORB Messaging
and Transport Protocols

BOARD 1 — e GIOP/IIOP are not sufficient, e.g.:
gﬁ_ — GIOP message footprint may be
° too large
— TCP lacks necessary QoS
1553 — Legacy commitments to existing
| VME protocols
e Many ORBs do not support
e ® “pluggable protocols”
B BOARD 2
Bl ﬁQD | — This makes ORBs inflexible and
C_ inefficient

pYelo

L
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One Solution: Hacking GIOP

e GIOP requests include fields that aren’t needed
In homogeneous embedded applications

— e.g., GIOP magic #, GIOP version, byte order,
request principal, etc.

e These fields can be omitted without any changes
to the standard CORBA programming model

e TAO’s -ORBgioplite option save 15 bytes
per-request, yielding these calls-per-second:

Marshaling-enabled Marshaling-disabled
min max avg min max avg
GIOP 2,878 | 2,937 | 2,906 || 2,912 | 2,976 | 2,949
GIOPIlite | 2,883 | 2,978 | 2,943 || 2,911 | 3,003 | 2,967

e The result is a measurable improvement in
throughput/latency

— However, it's so small (2%) that hacking GIOP
Is of minimal gain except for low-bandwidth
links

Washington University, St. Louis
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Better Solution: TAO’s
Pluggable Protocols Framework

IN ARGS

o—»
| CLIENT D operation (args) | OBJECT (servanT) D
4—O
OUT ARGS & RETURN VALUE

OTHER
ORB MESSAGING COMPONENT ORB

CORE

REAL -TIME || MULTICAST || EMBEDDED
GIOPLITE ORB MESSAGE SERVICES
IOP IOP IOP
FACTORY
POLICY
ESIOP -
CONTROL
RELIABLE, ORB TRANSPORT CONCURRENCY
BYTE-STREAM ADAPTER FACTORY MODEL
ATM MEMORY
MANAGEMENT

ORB TRANSPORT ADAPTER COMPONENT

ADAPTIVE Communication Environment (ACE)

COMMUNICATION INFRASTRUCTURE REALTIME /0 SUBSYSTEM

HIGH SPEED NETWORK INTERFACE

M
S
%
2
-l
=]
[
[=]
=
&
Ay
=5
2
4]
4]
=
&

Features Principle Patterns

e Pluggable ORB e Replace
messaging and general-purpose
transport protocols functions

(protocols) with
special-purpose
ones

e Highly efficient and
predictable behavior

r ¥ iRy r-
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CORBA Protocol Interoperabllity Architecture

STANDARD CORBA PROGRAMMING API

________________________________________ Features —
ORB MESSAGING :
COMPONENT GIOP GIOPLITE ESIOP e Presentation Iayer
________________________________________ — e.g., CDR
ORB TRANSPORT
ADAPTER component HOP  VME-IOP ATM -IOP * Message formats
__________________________________ RELIABLE _ — e.g., GIOP
SEQUENCED e Transport
TRANSPORT LAYER TCP .
VME AAL S assumptions
DRIVER — e.g., TCP
NETWORK LAYER P ATM ° Object addressing
"""""""""""""""""""""""""" — e.g., lIOP IOR

PROTOCOL CONFIGURATIONS

www.cs.wustl.edu/~schmidt/pluggable_protocols.ps.gz

Washington University, St. Louis L 39
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Embedded System Benchmark Configuration

CLIENT |} OBJECT (SERVANT)

1
j-> e ()
obj->op (parar{ls) DE o
- PARAMS [ ~cTve
OBJECT
rrrrr # (skeLETON e
OBJECT ADAPTER

MARSHAL =5 \\

PARAMS
ORB MESSAGING
ORB TRANSPORT

|
DATA COPY DATA COPY : (

ORB MESSAGING
ORB TRANSPORT

DATA COPY

ONIINOODNI

OUTGOING

VME IIIIIII
DRIVER oy — - —————————— — — — ——

VxWorks running on 200 Mhz PowerPC over a 320 Mbps VME & 10
Mbps Ethernet

N 40
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Ethernet & VME Two-way Latency
Results

long seq <long>

short seq <long>

long seq <octet>

short seq <octet>

struct

adA] ereq

OVME/GIOPIite avg.
long B VME/GIOP avg.

O Ethernet/GIOPlite avg.

octet

short

void

NENEENEEN

0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Latency (usec)

Synopsis of Results

e VME protocol is e NoO application changes
much faster than are required to support
Ethernet VME

PBEGT {T
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Pinpointing ORB Overhead with VMEtro Timeprobes

INITIALIZATION 8 DEMARSHAL
C)_ . PARAMETERS
CLIENT OBJECT (SERVANT)
GET OBJECT MARSHAL @ OPERATION
REF @— PARAMETERS \ @ USERUPCALL @ DEMUX
Z =)
a S OBJECT
MARSHAL 3 g 8 IDL _I—@ DEMUX
PARMATERS = ACTIVE
% E SKELETO OBJECT rou
ORB MESSAGING @ _I-@ DEMUX
SN (4) OBJECT ADAPTER ARSEG
ORB TRANSPORT @ KEY

SEND 6 ORB MESSAGING | 5 ORB MESSAGING A

ORB MESSAGING
SPORT @ recy

ORB TRANSPORT

5 ORB TRAN

OUTGOING VME BUS INCOMING
e Timeprobes use VMEtro monitor, e Timeprobe overhead is
which measures end-to-end time minimal, i.e., 1 usec

D(T-f?
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ORB & VME One-way Overhead Results

100%
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80% -

70% +

60% -

SJ28sn
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50% -

o o) ~
B3B8 8 {383 —° -
N N N N N ONO EB T
N N NS N w w N w o
o Q@ o
Ul
A 5 g o 5 ik = =
) - ) N N N I o 8
S [ N o[
3 8 & 8 & & N o ~
OVME + OS overhead [ORB client pre-write -
O ORB client post-write [ ORB server overhead |
[ T 7T 7T 7T v ]
4 8 16 32 64 128 256 512 1024 2048

Sequence length (bytes)

Synopsis of Results

e ORB overhead is relatively constant and low

— e.g., ~110 usecs per end-to-end operation

e Bottleneck is VME driver and OS, not ORB

Washington University, St. Louis -
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ORB & Transport Overhead Results

250

200 A

=
(o)
o

100

Total Time (usecs)

(o)
o

52
51

lIOP lIOP w/GIOPIlite UIOP UIOP w/GIOPlite
Transport Protocol

\D OS and I/0O BORB & Transport B Messaging\
Synopsis of Results

e ORB overhead is relatively constant and low
— e.g., ~49 usecs per two-way operation

e Bottleneck is OS and I/O operation

r P2y r-‘
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Lessons Learned Developing Real-time ORBs

e Avoid dynamic connection management

e Minimize dynamic memory management
and data copying

e Avoid multiplexing connections for
different priority threads

e Avoid complex concurrency models

e Integrate ORB with OS and I/O
subsystem and avoid reimplementing
OS mechanisms

e Guide ORB design by empirical
benchmarks and patterns

DG
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Summary of TAO Research Project

Completed work Ongoing work

e First POA and first deployed e Dynamic/hybrid scheduling
real-time CORBA scheduling « Distributed QoS, ATM 1/O

service . .
v Subsystem, & open signaling

Pl able protocols framework .
* Fudd P > W e Implement CORBA Real-time,

e Minimized ORB Core priority Messaging, and Fault Tolerance
Inversion and non-determinism specs

e Reduced latency via demuxing e Tech. transfer via DARPA
optimizations Quorum program and

. www.theaceorb.com
e Co-submitters on OMG'’s

real-time CORBA spec — Integration with Flick IDL
compiler, QuO, TMOQO, etc.

Washington University, St. Louis - N 46
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Concluding Remarks

e Researchers and developers of distributed, real-time telecom
applications confront many common challenges

— e.g., service initialization and distribution, error handling, flow control,
scheduling, event demultiplexing, concurrency control, persistence, fault
tolerance

e Successful researchers and developers apply patterns,
frameworks, and components to resolve these challenges

e Careful application of patterns can yield efficient, predictable,
scalable, and flexible middleware

— I.e., middleware performance is largely an “implementation detail”

e Next-generation ORBs for telecom will be highly QoS-enabled,
though many research challenges remain

m.{:!u{:"
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Web URLSs for Additional Information

e Real-time CORBA 1.0 spec:
www.cs.wustl.edu/ ~schmidt/RT-ORB-std-new.pdf.gz
www.cs.wustl.edu/ ~schmidt/oorc.ps.gz

e More information on TAO:
www.cs.wustl.edu/ ~schmidt/TAO.html

e TAO real-time event channel:
www.cs.wustl.edu/ ~schmidt/JSAC-98.ps.gz

e TAO static scheduling:
www.cs.wustl.edu/ ~schmidt/RT-ORB.ps.gz

e TAO dynamic scheduling:
www.cs.wustl.edu/ ~schmidt/dynamic.ps.gz
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