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Problem: Lack of Real-time Middleware

TRACKING e Many applications require

SATELLITES QoS guarantees

— e.g., telecom, avionics,
WWW

starus weo |/

T Building these applications
WIDE AREA / /

7 manually is hard
/// BULK DATA Lo i ,
TRANSFER EX|st|ng middleware doesn't

support QoS effectively

— e.g., CORBA, DCOM, DCE

Solutions must be integrated
GROUND

STATION
PEERS

Washington University, St. Louis

Douglas C. Schmidt High-performance, Real-time ORBs

Candidate Solution: CORBA
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Motivation for CORBA

e Simplifies application interworking

— CORBA provides higher level integration than traditional untyped
TCP bytestreams

e Provides a foundation for higher-level distributed object collaboration

— e.g., Windows OLE and the OMG Common Object Service
Specification (COSS)

e Benefits for distributed programming similar to OO languages for
non-distributed programming

— e.g., encapsulation, interface inheritance, and object-based exception
handling
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The ACE ORB (TAO)
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The ADAPTIVE Communication Environment (ACE)
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ACE Statistics

ACE contain > 125,000 lines of C4++ e
— Over 10 person-years of effort

Ported to UNIX, Win32, MVS, and
embedded platforms

— e.g., VxWorks, LynxOS, pSoS
Large user community

— www.cs.wustl.edu/~schmidt/ACE-
users.html

Currently used by dozens
of companies

— Bellcore, Boeing,
Ericsson, Kodak,
Lucent, Motorola,
SAIC, Siemens,
StorTek, etc.

Supported commercially

— www.riverace.com
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TAQO'’s Real-time ORB Endsystem Architecture
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Real-time Experiments over ATM ORB Latency Results over ATM
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ORB litter Results over ATM User-level and Kernel-level Locking Overhead

e Definition

— Variance from
average latency

Dclient
W server

e Synopsis of
results
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Integrating TAO with a Real-time ATM I/0O Subsystem Concluding Remarks

ORB CORE * Key Features Developers of distributed applications confront recurring challenges that
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— Vertical integration of QoS are largely application-independent

through ORB, OS, and ATM — e.g., service initialization and distribution, error handling, flow

network control, event demultiplexing, concurrency control, persistence, fault
— Real-time 1/O enhancements to tolerance

Solaris kernel

— Provides rate-based QoS
end-to-end

— Leverages APIC features for cell CORBA ORBs are an effective way to achieve reuse of distributed
pacing and zero-copy buffering software components
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Successful developers resolve these challenges by applying appropriate
design patterns to create communication frameworks and components
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The next-generation of ORBs will provide much better support for
real-time QoS over ATM
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